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Abstract. This paper di preliminary findings of an on-going, in-depth
observational study of Heuristic Evaluation applied to the Web. The goal of
this study is to understand Heuristic Evaluation in order 1o propose better tools
to support it. In this part of the study we focus on characterizing the evaluation
process when applying Heuristic Evaluation on a paper-based, non-interactive
Web interface. A group of evaluators were observed on video evaluating an E-
commerce Web site. Several activities were found: a) observe the interface, b)
quickly visit a Web page, c) elaborate problems and revisit materials, d) nayi.
gate the interface, and e) annotate the interface. The significance of these re-
sults for tools supporting Heuristic Evaluation is then explored.
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evaluation, video analysis, Web usability evaluation tools

1. Introduction

As part of the Web development process, Web developers are confronted with evaly-
ating the usability of Web sites. Web developers need effective and cheap ap-
proaches for Web usability evaluatlop.

Heuristic Evaluation is an inspection method proposed by Nielsen and Molich (1.
It follows the “discount” philosophy, in which simplified versions of traditional
methods are employed (e.g. di.scoun! usability testing not requiring elaborate labora-
tory setups). It consists of having a small number of evaluators independently inspect
a user interface in search for usability problems. Evaluators then collaborate to ag-
gregate the usability problems. As a guide, evaluators use a set of usability principles
(the “heuristics” [7]) to focus on common problem areas in user interfaces. Its effec-
tiveness depends on different dimensions such as the number of evaluators [10] and
their expertise, the checklist of heuristics that is used [3], and the format used to re-
cord usability problems [1].

The goal of this research is to support Web developers evaluate Web interfaces us-
ing Heuristic Evaluation. Finding ways to facilitate evaluation is of interest. The first
step towards this goal is to understand the process deeper to propose better tools to
support it.
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This paper discusses preliminary findings of this on-going research project. Spe-
cifically, we will describe 1) the Heuristic Evaluation process as it can be drawn from
the literature, 2) detailed description of the study, 3) results and characterization of
the analyzed process, and 4) implications of results for tools supporting Heuristic

Evaluation.

2. Heuristic Evaluation Process Overview

The Heuristic Evaluation process can be separated in three major phases: An inspec-
tion phase, in which evaluators independently evaluate the user interface; a prepara-
tion phase where evaluators independently prepare their list of identified problems for
aggregation; and an aggregation phase, in which evaluators together collaborate to
generate a single report of usability problems. Fig. 1 shows an overview the Heuristic

Evaluation process.
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Fig. 1. Heuristic Evaluation Process Overview: 1) user interface inspection, 2) usability prob-
lem preparation, 3) usability problem lists aggregation

2.1. Inspection Phase

Several activities can be depicted in this phase. Evaluators are involved in exploring
the interface, identifying usability problems, and elaborating problems.
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Exploring the Interface. Niclsen [8] recom : .
twico, A firs pas is o get 8 gcncral[igca otf)(hrcn?:iir:::l:l:cgc ;:(e’ interface at least
individual interface elements in context. pass is to analyze
Exploration is dependent of the interface format.
(i.e. characteristics objccts have that determine ho:: u::;ec?:,n;:'u::: r[‘f; affordances
particular ways of exploration. For example, several paper screenshots 1) that allow
pared at once by positioning them side by side. Computer mockups 161 can be com-
hand, allow exploring the interface via interaction and experiencin, s_’ on llhc other
fecling entrapped and not being able to exit to the “main system” [6])g \tuations (e.g.
Problem search influence how interfaces are explored. Cockton.cl | i
duced four (4) discovery methods: a) System Scanning: it consists in al. [l]' intro-
interface without following any particular approach; b) System Scarching; it i g the
some kind of strategy such as focusing in certain interface elements; c) é “I lnvol_vcs
it consists in setting up goal and trying to achieve it; and d) Mcﬁ,\od Fz?] PlfAYIng:
similar to Goal Playing, but a step-by-step procedure is established and owing: is
These can be used in deciding how to approach problem search while ,‘TXecu&gd.
different ways of exploration. Work needs to be done to look deeper into Hlustrating
patterns in terms of discovery methods. exploration

Identifying Usability Problems. There are other factors than interface fo

search strategics that may induce evaluators to notice potential problems I[:mat zfnd
guidelines [5] and [16], for example, are intended to “stimulate i . :Pwl_on
things about the software that might lead, on further reflection, r(0 id;m?f;‘ otice
potential problem [5].” Inspection guidelines give details of how ((; proceed w}‘:lg a
focus on, if post-meetings are needed, among others [16]. Heuristic Evaluat’i at to
informal method and few guidelines are given to evaluators. on s an

Elaborating Usability Problems. “Once a potential problem is suspected, th
inspector must develop the specifics of the problem description. {5]”. Evaluato;; ¢ e
draw on different sources to elaborate problems [5): a) experiencing a problenn
directly, b) remembering having a similar problem, ¢) remembering others havin, n;
similar problem, d) simulating usage scenarios or exploring the interface further. ’

2.2. Usability Problem Preparation Phase

Evaluators may need to format, edit, and reevaluate usability problems before aggre-
gation. Cox [2] talks about formatting problems to facilitate aggregation of proLlcm
lists.

2.3. Aggregation Phase

Cox elaborated more on what problem aggregation is. It involves not only arranging,
selecting, or categorizing identified raw problems [2] (p. 3), but other activitics. He
renames problem aggregation as “results synthesis”:

“Results synthesis is the process of transforming the entire collection of raw prob-
lem descriptions into a coherent, complete, and concise statement of the problems in



280 Flores-Mendoza A. and Lively W.

the evaluated intcrface along as well as recommended actions to address the problems
identificd.” [2] (p. 139)

3. Study Description

This is the first part of an on-going, in-depth obscrvational study of Heuristic Evalua-
tion applicd to the Web. We look into the inspection phase of Heuristic Evaluation
when evaluating a paper-based, non-interactive Web interface. We are intcrested on
the effects interface format has on inspection. In dissecting the process further we
identify main activities evaluators exhibit in action. Tool features can then be pro-

posed to support those activities.

3.1. Subjects

A group of 7 people participated in the study: 4 Computer Science graduate students,
2 people with Human-Computer Interaction background — specifically, people who
have taken 3 related courses, and a Web developer with 2 years of experience.

3.2. The Static Web Interface

The term “static” is used to emphasize that the interface is a paper-based Web inter-
face with no simulated interactivity. This is different from paper prototyping [13]
where a person plays “computer” and simulates interactivity by presenting screens
based on user’s actions.

The static Web interface consists of a set of printed screenshots and a storyboard
created for navigational purposes. Six (6) Web pages from the Zen Cart' Web site
were selected, and printed in full (i.e. from top to bottom), color, and with a compa-
rable width as they would appear on screen. Zen Cart is a customizable shopping cart
package for e-commerce Web sites. It is an open source Web site that comes as an
online store of hardware, software and DVD Movies. Zen Cart release version 1.3.6
was used.

The static Web interface is considered to be of low-fidelity. The fidelity of a proto-
type is defined by Virzi [14] as “a measure of how authentic or realistic a prototype
appears to the user when it is compared to the actual service.” The static Web inter-
face is far from being seen as the actual system as it is. It consists of only six (6)
paper Web pages and a storyboard with no interactivity.

The static Web interface is formed by the following Web Pages (WP) and Story-

Board (SB).

— WPI. Home page
— WP2. “DVD Movies” category page

! The Web site of the Zen Cart project can be found at: hitp:/www.zencart.com/.
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— WP3. “Speed 2: Cruise Control” (DVD movic) product page

— WP3.1. “Larger image” page: It appcars when a link below the product image is
clicked in WP3.

— WP3.2. “Shopping Cart” page: This page is shown after adding “Speed 2: Cruise
Control” movie to the shopping cart in WP3, .

— WP3.3. “Sign in” page: It appcars when wanting to write a product review in WP3

— SB. Storyboard: It depicts the sequence in which Web pages are presented, )

3.3. Procedures

The study consisted of two phases. Phase 1 was a training phase. Participants would
get familiar with Heuristic Evaluation and practice applying the method
Web site. Training took place online and unsupervised. Phase 2 was the
the study. User testing was conductefi. Participants would come to the Iabomory and

asked to perform a Heuristic Evaluation on the static Web interface. After the evalua-

tion session they were interviewed about their approaches to finding problems,

A Web site was developed to guide pafticipants through Phase 1. Pamcipams were
asked to complete a background questhnnaire, download training materials, and
practice applying the method. They practiced a Heuristic Evaluation on the dutcn-
berg? Web site for 40 minutes. A Heuristic Evaluation booklet was among the train-
ing materials. It describes the method, how to conduct it, and a usability problem
form to report problems. Nielsen’s [9] ten usability heuristics and Wood’s [15] expla-
nation of the heuristics for Web interfaces were provided.

Phase 2 took about an hour. Evaluators spent 20 minutes in applying Heuristic
Evaluation on the given Web interface. The evaluation session was videotaped, A
video camera (the “Back” video camera) was located on the back and side of eval.ua.
tors to capture evaluators’ actions. These include writing on notebook, looking at
Web pages, and moving materials around. Fig. 2 shows the study setting,

We video recorded the writing area separately to look into writing events closer if
necessary. The video camera covered only the evaluator’s hand and a notebook (see
Fig. 3). They were asked to keep the notebook within the marked area to capture
writing events.

The notebook was prepared to help evaluators describe problems and leam their
rationales. It was made using the same format used in training. The format was a
short version of Cockton et al.’s [1] format. The problem attributes include a brief
problem description, discovery method (i.e. System Scanning, System Searching,
Goal Playing, and Method Following [1]) specification and description, specific steps
taken in finding the problem, and reference to violated heuristic(s).

on a given
core part of

2 The Gutenberg Web site can be found at: http:/Avww.gutenberg.org/.
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Fig. 3. Writing setting

Fig. 4 shows the initial material arrangement. Supplementary materials were found
on the left. These consisted of the same Heuristic Evaluation booklet that was used in
training, and Nielsen’s [9] heuristic checklist. The interface materials were found in
the middle area. The printed Web pages were arranged based on the storyboard. The
notebook was far on the right to facilitate distinguishing when evaluators started
writing. Tt required them to slide the chair (with wheels) to reach the writing area.

In the evaluation session, evaluators were instructed to focus on the “Speed 2:
Cruise Control” product page. However, they could visit other Web pages if needed
and report problems there. The Web site was described as being under construction.
There was no maximum number of usability problems to report. The facilitator was
not present in the same room, but was available for questions.
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Fig. 4. Initial material arrangement. Supplementary materials: Heuristic Evaluation
Nielsen’s [9] heuristic checkli§l; Interface materials: Home page (WP1), Categ,
Product page (WP3), “Larger image” page (WP3.1), “Shopping Cart” (WP3.2)
(WP3.3), Storyboard; Notebook; Task description
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3.4. Analysis

A time analysis was performed to look deeper into the Heuristic Evaluation proc

This was through an in-depth video analysis where a set of activities were identifeissd,

and measured. These activities give indications of the type of features tools may ha:

to support evaluators in inspection. ¢
A significant amount of effort was invested in post analyzing Back videota

Videos were reviewed at least twice. Timings were extracted to learn when evssf.

occurred. Events were coded, and total timings were calculated. At the eng a timeli s

of events was produced, so going back to certain points in videos was pos;ible wh::

necessary.
The steps in the time analysis are described below:

. Describe and record actions. Evaluator actions were briefly described aloud while
watching Back videos. A Sony ICD-P320 IC recorder was used to audio record
sessions. Some actions were missed when the analyst could not keep up with ac-
tions being watched. This was fine as the goal was to generate a preliminary list of
actions.

2. Transcribe preliminary list of actions. Audio recordings were listened and actions
were written on paper.

. Confirm and measure events. Back videos were watched at least a second time to
confirm events and extract their approximate start and end timestamps. Vidcos
were paused and rewind frequently. The list of preliminary actions was used to

—

w
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“look ahead” in videos and note groups of actions that could be simplified as sin-
gle events.

4. Code events. Data coding [4] involved classifying events based on selected catego-
rics. A set of categories were proposed initially, but refined later in the analysis
when new actions challenged category definitions. Documenting categories were
of help to be consistent through out the analysis. However, this was not done until
mid-analysis when too many details were difficult to remember.

. Calculate total timings. Total timings were calculated for each event category. The
categories represent the different activities observed in the process.

W

4. Characterized (Static) Heuristic Evaluation Process

After analyzing all videos, a rough characterization of the Heuristic Evaluation proc-
ess was obtained. Fig. 5 shows the data aggregated from all 7 participants. Several
activities were found in the Static process: a) observe the interface, b) quickly visit a
Web page, c) elaborate problems and revisit materials, d) navigate the interface, and €)

annotate the interface.

4.1. Observing and Quickly Visiting the Interface

An “observe” event is defined as the time spent in carefully examining a screenshot
before starting to write. We found that evaluators visited the interface before and after
starting to write on the notebook. We distinguish between these two cases because
focus of evaluators changes when writing starts. We argue that once evaluators start
writing, focus changes from searching for usability problems and gathering details
about them to elaborating problems. At the action level evaluators diverge from ob-
serving, quickly visiting, navigating, and annotating interface to start writing.

There was a three-second threshold established to distinguish between “observe”
and “quickly visit” events. When evaluators look a screenshot for less than 3 seconds
the event was considered a “quickly visit” event. A one- or two-second event was too
short to be a careful interface examination.

There were limitations to the study due to the fact we relied solely on the Back
video camera to determine events. An eye-tracking technique would have aided re-
solving some conflicts that arose in video analysis. Conflicts appeared when evalua-
tors slightly tumed their head, and there were several materials that were potential
targets of focus. There were cases where two or more materials were overlapping or
too close to each other. This made it difficult or impossible to determine the target of
focus and, hence, the type of event. A conservative position was taken when resolv-
ing conflicts.

Our experience in evaluating static interfaces has been that evaluators spend a sig-
nificant amount of time observing screenshots when scarching for usability problems.
Hence, the criterion to define events was to avoid overestimating such a time. Con-
flicts occurred when deciding whether the evaluator had turned his or her head
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enough to consider it a new event. The initiation of a new event was considered over
continuing one. Other conflicts occurred when the target of focus was unclear. Non-
interface materials were chosen over interface materials. In this way total observation
time was a lower bound of the “actual” observation time.

A significant amount of time was spent in observing the interface. About 17% of
the aggregated time was spent in this activity, which is the second highest time ob-
served. This is an indication of the importance observation has in Static evaluation.

Observe

Annotate 17.8%
0,
Other 24% Navigate
10.0% 4.1%
Quickly
Visit
2.9%
Elaborate
and revisit
63.1%

Fig. 5. A Rough Characterization of the Static Heuristic Evaluation Process

4.2. Elaborating (Problems) and Revisiting (Interface and Materials)

Evaluators spent a significant amount of time in elaborating problems and revisiting
interface and supplementary materials (63.1% of the aggregated time). These activi-
ties are tightly coupled. They appear interchangeably until evalyators initiate inspec-
tion again.

In elaborating problems through usability problem forms evajuators may visit ma-
terials to recall or gather information relevant to problems. For instance, the usability
problem format used in this study required evaluators to describe steps involved in
discovering problems. In such cases, evaluators might visit interface materials to
check involved interface elements (e.g. visited links) or details (e.g. page layout).
When referencing heuristics, evaluators might visit the heuristic checklist to recall
heuristics. There is more work needed to investigate reasons for revisiting materials
when claborating problems.
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4.3. Navigating the Interface

Navigating the interface involves passing from an interface material (i.e. a Web page
or storyboard) to another, rearranging them, and visiting the storyboard. Time spent
in the storyboard is by definition navigation time. The storyboard has page hierarchy
and linkage information that can be used to navigate through printed Web pages.

The interface format affects how evaluators move through dialogucs. When an in-
teractive interface is being evaluated, or used, the order in which dialogues are
viewed is determined by the system based on evaluator’s actions. In a Static interface,

this depends on the evaluator him/herself.

In case evaluators try to navigate through a scenario of usage it will be limited on
the dialogues that are available for evaluation. These are selected and instantiated
before an evaluation session. In this study only six Web pages were available.
Evaluators could navigate from the home page to the category page to the product
page. From the product page there was only one level down the page hierarchy, limit-

ing how far they could go.
In our study, 4.1% of the aggregated time was spent on navigating the interface.

This is relatively low compared to the time spent in observing (i.e. 17.8%). This gives
us an idca of the dynamics (or lack of) of Static evaluation. Notice, however, that
evaluators were instructed to focus on evaluating the product page. Therefore, a dif-
ferent time distribution could be obtained in a more free-form inspection.

4.4. Annotating the Interface

Two evaluators annotated the product page. They made use of lines, shapes, text,
arrows, and question marks to add different kinds of annotations to the printced Web
page. Interface elements or areas were connected through arrows or simple lines.
Arcas were marked and labeled. Questions were attached to marked areas (e.g. “Is
this important”, “why”, “Is this location best”). Note that not all evaluators were
instructed about the possibility of writing on Web pages. This was a facilitator’s slip.
Therefore, more annotation instances could have occurred.

Some open issues were left unanswered that are worth investigating to support an-
notation for inspection. For instance, researching the effects of annotation in problem
discovery is worth pursuing. Do evaluators tend to report more usability problems
when annotation is used? What kinds of problems are discovered? Does annotation

facilitate problem discovery?

5. Implications for Tool Support

To fully support Heuristic Evaluation, we need to develop tools for inspection, usabil-
ity problem preparation, and problem aggregation. Tools for problem aggregation
have been proposed elsewhere [2], and can be adopted and enhanced. Tool features
for problem preparation can be proposed based on [2] and results from this research.
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In this paper we describe inspection in detail when applying Heuristic Evaluation
to static Web interfaces. Evaluators observe, quickly visit, navigate, and annotate the
interface, as well as elaborate usability problems.

The next step in this research is to propose specialized tools to aid evaluators per-
form these activitics. For instance, we observed that evaluators that made use of an-
notation in inspection used different kinds of elements to mark and put notes on the
Web page in question. Tools that allow adding these elements,

retrieving and analyz-
ing them are candidates to support annotation in inspection.

6. Conclusions

The Heuristic Evaluation process has been dissected at a certain degree. We analyzed
and characterized the inspection phase of Heuristic Evaluation through an in-depth
observational study. Evaluators were observed on video performing a Heuristic
Evaluation on a paper-based, non interactive Web interface. Evaluators were found
observing, quickly visiting, n'fw'igming, and annotating the interface, and elaborating
usability problems. These activities help define the types of features suitable to sup-
port inspection.

We discuss implications for tool develt_)plpent based on related work and Heuristic
Evaluations. Future work involves specnf'ymg.tool requirements, implement those
requirements, and test the tools for user satisfaction,
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